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Introduction

Recent advancements in the field of deep learning and their 
widespread application in daily lives has led to a strong demand 
for explanations to trust these black-box models. It is imperative 
to gain a functional understanding of these models for their 
deployment and acceptance in critical domains such as healthcare. 
While users seek to trust and gain confidence in these models [2], 
domain experts seek to understand the functional mechanism 
of black-box models with an emphasis on understanding how 
these models arrive at specific patient outcomes. Recent research 
on explainable methods such as class activation mapping [3], 
saliency maps [4], and GradCam [5] cannot be used as metrics for 
evaluation of model capacity and cannot be applied to time-series 
1D data. The literature on explainable methods can be grouped 
into two broad categories of 1) Interpretable models [6,7] and 2) 
Post-hoc model explanations [3,4,5,8,9]. CEFEs [1] works towards 
turning black-box models into gray-box models through the latter. 
These explanations do not allow evaluation or quantification of 
learned feature space for function understanding by experts.

CEFEs:

In the CEFEs, the primary contributions of the authors can be 
listed as:

a) Functional understanding of the feature space of deep learning 
models from each of the convolution layers.

b) Understanding class discrimination learned features in terms 
of shape, frequency, and clinical human observable features.

c) Mapping the deep learning learned features and the features’ 
contributions to misclassification of patient outcomes.

CEFEs is a modular framework for the quantification and 
visualization of the learned feature space of deep learning models 
in terms of shape, frequency, and clinical features. The three 
modules namely Descriptive Statistics, Feature Statistics, and 
Feature Detection and Mapping compares the learned feature 
maps extracted from any 1D Conv layer of the neural network 
model and compares it to the original ECG signal for feature 
mapping (Figure 1).
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The interpretable quantified features extracted through CEFEs’ 
can be used to 1) Explain the quality of the deep learning model 
where traditional machine learning performance metrics do not 
suffice, 2) Explain the classification outcome of individual cases, 
and 3) Explain difference in performance of multiple models 
through feature comparison. The three modules illustrated are:

1. Descriptive Statistics: These features help realize the model’s 
capacity to learn inherent statistical and morphological features 
of data samples such as shape of ECG signal. The author’s use 
Dynamic Time Warping (DTW) algorithm to compute and 
quantify the similarities between the learned feature maps and 
the original ECG signal for each model as dtw

intra
 and can be 

extended to compare models as dtw
inter.

 

2. Features Visualization: This module promotes visual 
understanding of transformation of the ECG signals in the 
feature space through overlays of the extracted feature maps 
and the passed ECG signals. This visualization can become 
complicated and require trained medical expert intervention for 
fine interpretation.

3. Feature Detection and Mapping: The last module applies ECG 
feature detection techniques to extract clinical and frequency 
features from the feature maps and the corresponding input 
ECG signals. The authors in this paper used Continuous Wavelet 
Transform as the frequency feature and number of R peaks, R 
peak positions and the distance between corresponding R peaks 
in multi-beat ECG rhythm as clinical features quantified as Slack. 

Discussion

The authors investigate different deep learning models trained 
with A% of real-world ECG data, and B% of synthetic data 
combined where keeping A at 100%, while the percentage of B 
is incremented from 0 to 100% by 20% to compare the effect 
of synthetic data while evaluating the CEFEs framework for 
understanding and comparing model quality for the task of 4-way 

arrhythmia classification namely Normal Sinus Rhythm, Atrial 
Fibrillation Peri-Ventricular Contraction, and Left Bundle Branch 
Block. The authors identified three cases to best evaluate model 
performance: a) Understanding Performance Improvement, b) 
Understanding Performance Degradation, c) Understanding 
Performance No-Change. The authors demonstrate that using a 
majority vote on their identified metrics of intra DTW, MSE from 
CWT, Slack from Clinical Features, all Arrhythmia classification 
outcomes can be explained from ECG signals (Table 1).

Table 1: CEFEs metric results; Intra DTW, MSE, slack represents 
shape, frequency and clinical features respectively. Model 
M<RA,SB> represents model trained with A% of real data and 
B% of synthetic data.

Conclusion

The application of CEFEs 1) Makes black-box models trustworthy 
through interpretable explanations 2) Aids functional 

Figure 1: CEFEs modular framework.
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understanding of models through interpretable explanations as 
feature metrics. The three modules of CEFEs namely Feature 
Descriptive Statistics, Feature Visualization, and Feature 
Detection and Mapping are independent of the task and the tests 
for each of the modules can be selected to fit the task criteria. 
The metrics can quantify and evaluate a model capacity where 
traditional metrics such as selectivity, sensitivity, accuracy do not 
sufficiently provide information about the features learned.
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